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Abstract

Most active vibration isolation systems that try to a provide quiescent acceleration environment for
space-science experiments have utilized linear design methods. In this paper, we address adaptive control
augmentation of an existing classical controller that employs a high-gain acceleration feedback together with
a low-gain position feedback to center the isolated platform. The control design feature includes parametric
and dynamic uncertainties because the hardware of the isolation system is built as a payload-level isolator,
and the acceleration sensor exhibits a significant bias. A neural network is incorporated to adaptively
compensate for the system uncertainties, and a high-pass filter is introduced to mitigate the effect of the
measurement bias. Simulations show that the adaptive control improves the performance of the existing
acceleration controller and keeps the level of the isolated platform deviation to that of the existing control
system.

Introduction

The low-acceleration environment on the International Space Station (ISS) enables to conduct new mi-
crogravity science experiments that are practically impossible on the surface of the Earth. A variety of
vibro-acoustic disturbances on the ISS, however, are present and degrade the performance of many g g
experiments. ' As a matter of fact, the acceleration environment on the ISS is expected to exceed the require-
ments of many acceleration sensitive experiments' as shown in Figure 1. By comparing the requirement
with the expected ISS acceleration in Figure 1, an isolation performance specification can be derived. The
isolation system must attenuate the ambient ISS acceleration by one order of magnitude at 0.1 Hz, which

*Postdoctoral Fellow, jun.yang@ae.gatech.edu, AIAA member
tProfessor, anthony.calise@ae.gatech.edu, AIAA Fellow

1 Professor, james.craig@ae.gatech.edu, Senior ATAA member

§ Aerospace Engineer, mark.whorton@nasa.gov, Senior ATAA member

10of 18

American Institute of Aeronautics and Astronautics




RSS Accelemation (ug RMS)

“10'
Fraquency (Hz)

Figure 1. Predicted RMS Acceleration Environment of the International Space Station

for a second order system implies maximum break-frequency of 0.01 Hz. That is, the isolated system must
transmit the quasi-steady accelerations of the vehicle to the isolated assembly (below 0.01 Hz) and atten-
nate disturbances above 0.01 Hz. This performance specifications necessitate the implementation of active
vibration isolation system at the payload/rack locations because passive isolation systems, in general, are
not adequate to provide sufficient attenuation of vibration due to ubiquitous nature of disturbance sources.

An example of rack-level vibration isolation system is the Active Rack Isolation System (ARIS),? the
control architectures and flight-test results of which can be found in {3,4]. In contrast to rack-level isolation
systems, g-LIMIT (Glovebox Integrated Microgravity Isolation Technology) shown in Figure 2 is a micro-

Figure 2. g-LIMIT System Assembly

gravity vibration isolation system that is designed to isolate experiments at the payload level. The g-LIMIT
hardware consists of the inertially isolated assembly to which an experiment is mounted and the base as-
sembly that is rigidly attached to the ISS rack support structure. In order to provide quiescent acceleration
environment for an experiment, g-LIMIT utilizes six independent control actuation channels that provide six
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independent magnetic forces to a platform upon which the experiment resides. g-LIMIT is designed around
three integrated isolator modules (IM’s), each of which is comprised of a dual-axis magnetic actuator, two
axes of acceleration sensing, two axes of sensing the relative position of each IM from the ISS-mounted base
assembly.® Integrated into the base assembly and the isolated assembly is a snubber system, which provides
mechanical rattle-space constraints with a maximum relative displacement of 1 cm between the isolated
assembly and the base assembly. The only mechanical connection between the isolated platform and the
base assembly is the set of umbilicals that pass resources between the ISS and the experiment.

The design of an isolation system for g-LIMIT is a challenging problem due to the stringent performance
requirement and static and dynamic uncertainties that arise due to kinematic coupling between the platform
and the mounted experiment and the damping and stiffness properties of umbilicals. The mass and inertia
properties of the system change considerably as various experiments utilize the isolation system during its
operation. Unlike the rack-level isolation system where the rack structure is much more massive than the
individual experiment, mass and inertial variation in g-LIMIT are generally the same size as the isolation
system and thus more problematic. The umbilicals are primary load path for the ISS disturbances to the
isolated system and primary source of uncertainties for control system design since the stiffness and damping
properties of them cannot be accurately measured on the ground due to gravitational deflections and coupling.
Moreover, the flight-test results in [3] reveals the possibility of hysteresis in their stiffness properties, which
may become significant in low-amplitude acceleration environment and degrade the performance of the
isolation system.?

Most vibration isolation systems have used linear control methods®®(an exception found in [10]). For
the design of a control system for g-LIMIT, standard approaches have employed a two-loop (inner/outer)
architecture. That is, a high-gain acceleration feedback is employed to cancel the accelerations in the inner-
loop, and a low-gain position feedback is added to the outer-loop to center the platform in the sway space and
drive the platform to follow the quasi-steady motion of the vehicle. In [8], classical Proportional-Integral-
Derivative (PID) controllers are designed for both the acceleration and position feedback. Fixed-order mixed
Hy/p controller is considered for acceleration feedback in[9], a the nominal performance and robustness of
which are compared to those of a standard Hy method.

In this paper, we consider adaptive control design that augments an PID control design in [8] to guarantee
the performance under modelling uncertainties. The adaptive elements are designed following the method
described in [11,12). A neural network (NN) is employed to approximately cancel the uncertainty. It is well
established that a NN can approximate any continuous function to any desired accuracy,'® which has been
for the of 2 NN in manyv approaches.?¢16 In an ocutput feedback settine, the method that

& main reason for the use of 2 NN in many approaches. tput feedback setting, the method that
uses a memory unit of input/output delays to approximate an uncertainty has been proposed!”1# and shown
to be effective in many output feedback applications.}%1%2! The method in [11] is selected for the design
of adaptive control for g-LIMIT because an acceleration is the output that renders the system nonminimum
phase (two zeros at the origin in linear systems), and inversion-based feedback approaches®®?® cannot be
applied.

The paper is organized as follows: In Section I we present the problem of a control design for g-LIMIT in
a single-input single-output (SISO) setting as the problem of a control design for a single mass-spring-damper
system on which an experiment, modelled as another mass-spring-damper system, is mounted. In Section II,
the essential features of the existing control system in (8] are provided in a SISO setting. In Section III, the
details of the augmenting adaptive controller design are given, with emphasis on how the approach in [11]
is adapted to address the specific challenges that arise in this application. In Section IV, simulation results
are described that support the validity of the overall approach. Conclusion and future research are given in
Section V.

The presentation in the manuscript is given in the setting of a single-input single-out
(SISO) mass-spring-damper system. On final submission, multi-input multi-ouput (MIMO)
results will be presented together with simulation results for a 6 degree-of-freedom g-LIMIT
simulation model.
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I. Problem Formulation

As a1 degres-of-freedom SISO system, g-LIMIT is considered as a single mass-spring-damper system.
We consider a g-LIMIT on which a unknown flexible experiment is mounted as depicted in Figure 3. The

Figure 3. Mass Spring Damper with Unmodeled Dynamics

term x, represents the displacement of the base, 1, is the relative displacement from the base, and z; stands
for the relative displacement between M> and Ms. The equation of motion for the system in Figure 3 is
given by

M (Z, 4+ %) + Ci1y + Ky — Coda ~ Kozz =u+d; )
M;3(Z, + £1 + £2) + Cogr + Kaxp = dy,

where M, = M + M>, and d; and d; stand for external disturbances applied to M; and Mj respectively.
Two measured outputs are the absolute acceleration of My and the relative displacement 3

y = I, + %1, y2 =71 (2)

The parameters are: My = 20, Cy = 0.5242, K; = 6.1574, M, =5, M3 = 15, C, =1 x 10715, and K, = 10.
Given the outputs in (2), with a state vector z = [z, %1, T2, #3)7T, it is straightforward to derive a state-space
description for (1)

# = Az + B(u +dy) + ByF, + Bady, z € R**!
y1 = Ciz + Du, (3)
Y2 = Cz:L‘.

The plant model, which is used in the design of feedback control, consists of a single mass-spring-damper
M(3, + i)+ Ci + Kz =, 4)

where M = 17.8488, C = 0.5242, and K = 6.1574. With the outputs corresponding to those in (2), by
letting z,, = [z, Z]T, the plant model is expressed in the state-space form

Em = AmTm + Bn(u+ di) + Bm, o, zm € R¥*!
Ymy = CmyTm + D, (5)

Yma = CnyTin.
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The frequency responses of the plant model are compared to those of the true system in (3) in Figure
4. The det:urba.nce a.ttenurmon requirement that can be derived from Figure 1 is associated with the
transissibility, i~ = Gap(s), from the base to the isclated assembly M; in Figure 4(c). The control system
design generally involves G,,, = ;fz%z and Gy, = %(%l in Figures 4(a) and 4(b). Note that the transfer
functions from the input u to the acceleration and the position are the same as those from the disturbance
d; to the acceleration and the position since u and dy are applied in the same manner as seen in Figure 3

- Plant Model
— True Plant

oHz)

(a) Bode Flot for G, (= 142

(b) Bode Plot for Gzu (= y‘_‘z(%a)l)

- Plant Model
~— True Plant

10
w (H2)

10
¢) Bode Plot for G, (= ¥, d) Bode Plot for G (= l’1(52)
Zo(s) Zo(s)

Figure 4. Frequency Response of Various Transfer Functions

The control objective of the vibration isolation system is to design a control law for u, using the plant
model in (5), so as to cancel the acceleration of M; (y;) by an acceleration feedback while centering M;
(regulating y,) by a position feedback when the control law is applied to the true system in (3). A standard
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approach for the objective is to incorporate two time-scale designs for acceleration and position feedback.
That is, a high-gain, high-bandwidth acceleration feedback controller is designed for acceleration feedback
to meet the acceleration requirement while a low-gain, low-bandwidth position feedback controller is utilized
to maintain the position at the center in the sway space.

I1. Existing Control System

The existing control system described in [8] is laid out in Figure 5, in which 2. represents the commanded
relative position (generally zero) and n represents the accelerometer error (due to a sensor noise and a bias).
The acceleration controller, an inner-loop controller G,(s) in Figure 5 , is designed as a PI controller

dy

Yo

ze — > Gals) Gals) plan "

n
Figure 5. Existing Control System Architecture
KI.' + K[ 8
we = Ca(s)[ye — (31 +1)] = —— [y~ (v +n)], (6)
where Ky = 250, and Ky = 0.4175. In case the position feedback controller is not present, applying

the controller in (6) to the plant model in (5) and the true plant in (3) leads to the frequency responses
shown in Figure 6. Overall frequency responses reveal that the mounted experiment does not influence
much on the isolation system. Figure 6(c) shows that the acceleration controller is designed to meet the
required transmissibility. The frequency response from the sensor error to the relative position shown in
Figure 6(d) reveals an undesirable effect of the sensor bias, which is an indispensable feature of the g-LIMIT
accelerometer. The accelerometer bias in g-LIMIT is at the mili-g level, and Figure 6(d) shows that without
compensation for this bias the platform deviates from the center of the sway space significantly. Together
with a high-gain acceleration controller, this sensor bias n renders the outer-loop position feedback necessary
to move the isolated platform back to the center of the sway space.

The position controller, the outer-loop controller G, (s) in Figure 5, is designed as a PID controller in
which the integral action is required to remove the effect of the accelerometer bias. Since direct implemen-
tation of derivative control amplifies the sensor noise and causes numerical problems, the PID controller is
realized as

= Ky + Kap 2y + 2]~ 32) 7

up(s) = [Kp d%s-}-l 5 [\Fe —Y2)5 _
where K; = 3 x 1078, K, = 0.02063, and K, = 0.00054. Figure 7 shows frequency responses of the overall
closed system. On the whole, the effect of the unmodelled dynamics is negligible, implying the robustness of
the inner/outer loop PID controllers in case of a SISO mass-spring-damper system. Figure 7(c) indicates that
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Figure 8. Frequency responses for inner-loop transfer functions
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Figure 7. Frequency responses for overall (inner-loop+outer-loop) transfer functions
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the existing control system meets the performance requirement for vibration isolation. That is, if the base
excitations are the only source of external disturbances, which are transmitted by the spring, the performance
of the isolation system is acceptable. Figure 7(d) indicates that the cuter-loop position controller can remove
the effect of the accelerometer bias on the position in steady-state (The positive slope at the low-frequency
region means zero gain at 0 Hz).

II1. Adaptive Control Augmentation

The purpose of the existing control system is to attenuate the accelerations and the only role of the low-
gain outer-loop position controller is to remove the effect of the accelerometer bias and center the platform.
Thus we augment the inner-loop acceleration controller using the method in [11] as depicted in Figure 8.

relative positions

accelerations

Xc 4+ ¥— | pPosition Acceleration —
gLimiT [T
>0~ pip PI 'Q > Islolator
uad

Figure 8. Closed Inner-Loop Reference Model based Augmentation Architecture

The immediate issue in this attempt is that the acceleration y1 has the relative degree 0 and the method
in [11], which assumes the relative degree greater than 1, cannot be applied. To circumvent this problem, we
introduce an integrator before control input to achieve a relative degree 1 system (“dynamic extension”?4)
when augmenting an adaptive control. With the dynamic extension, 1) = v, u = 7, the system in (3) is
rewritten as

Tq =AaZq + Bov + Bg, %, + B, d
Y1 =Cq, Ty (8)
Y2 =Ca21a
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In the same manner, with Z, = d; = 0, the extended plant model corresponding to (8) is described by

T4, =Aa,Zq,, + Ba, v,

Ym, =Caml Zam (10)

Ymz =Cap, Tam,

xam=|:zm:'aAam= Am Bm 1Bam= 0 ’
n 0 0 1 (11)

where

A. Inner-Loop Reference Model

The inner-loop reference model in Figure 8 consists of the plant model in (5) regulated by the PI controller
in (6) with %, = d; = 0. The inner-loop reference model can also be viewed as the closed-loop system of the
extended plant model in (10) and the PD controller as shown in Figure 9. To apply the method in {11], the

Extended System

Up  + U
K. + K s Ulck 1 i —r—s—zx——l— ylx
y i P > s Ms24Cs+K =
e

L J

Pl controller

Figure 9. Inner-Loop Reference Model

system in (10) is transformed into a normal form®

yml =01Ym, + hozm + Dm’U

12
Zm =Goym1 + Fo2m, ( )
where z,, = [z; z2]T. The signal vic(= 1) is obtained by solving the following algebraic loop

UVic =K1.' (UP - ymx) + KIp (up - y‘ml)

13
=Kr, (up - Cnm1 Ta,,) + Klp(i"p - Caml AomTam = Caml B.,.vc)- (13)
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This leads to

1 K 1
=—_—— : ;0 Yy — ———F—h oy 4+ — — [K;. Cr o). 14\
Ye =11 K, Dy (Ko + Kryalym, = 7 K, Dm > T+ K, Dm [Krup+ Kpig].  (14)

Applying the control signal v in (14) to the normal-form extended plant model in (12) leads to the following
inner-loop reference model

Up
where §m = [y'nn z‘m.]Tv H.Ild
_ Dm(K1,+Kpya1) 1 K1, Kr, K,
Ao ™ 1+K1,Dm T WKL Dn || By = | WEpDm  1+KpDm | (16)
G, F, 0 0

B. Error Dynamics
Compared to the extended plant model in (12), the extend system in (8) can be written in normal form
U1 =a1y1 +hoz1 + Dm(v + A1)

':Goyl + Fazl + AZ (yh Z1, 22) (17)
2o =Fz0 4+ Fiz1 + Gy

z

—

where 2; represents corresponding states to zy, in (12) and z; results from the stable unmodelled dynamics.
The unmatched uncertainty Ay = 2; — Goy1 — F,21, in general, satisfy the linear growth assumption in linear
systerns that is required for the stability proof.?? The matched uncertainty that will be compensated for by
the adaptive elements is defined by

1
Al(yly 21, 22"”) = ’D_[CalAaxa + Caan'U + CalBafio - [alyl + hoz + Dmv” (18)

Let

V=V + Vuy- {(19)
The signal vy (=i, the PD control signal for the extended system in (17)) can be derived in the same
manner as the inner-loop reference model is derived

1

—_— A ko - (K, y
Vie 1+ KI,,Dm [KI‘ +K1pa1] n 1+KI,Dm 021 + 1 +K1po [ LUp +K1pul’] + (20)
Ml"__[-v a— D1(v1, 21, 22, V)]
1 + KIme a 1 ? 2
Applying v, in (20) to the system in (17) results in the following closed loop system
{=A(+ B, “r ] + B(vag + A1) + Ay
iy (21)
2y =F22 + F121 + Gy,
where
N S Q.2 0
B= TELDm | D Ay = . (22)
0 A
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By defining the error vector as
E={mn-¢, (23)
we can derive the following error dynamics
E =AE - B(vag + A1) — Ay
2y =Fozy+ F1z: + Gith (29)
€1 =Ym, —y1 = CE
whereC’:[ 1 0].

C. Linear Controller

The eigenvalues of the matrix A are located at —13.6905, —0.0246, and 0. The pole located at the origin
results from the integrator in the PI controller. Since the approach in [11] requires A to be Hurwitz, we add
an additional controller to stabilize the error dynamics in (24). Let

Vad = —Vde — Unn, ‘ (25)
where the additional linear controller is designed as an linear quadratic Gaussian compensator

Tge = AdeTdc + bacey (26)
Ve = CicTde + ddcer.

Combining the compensator in (26) with the error dynamics in (24) leads to the closed-loop error dynamics

Ea = AaEa + Ea(vnn - Al) - [ AOZ :l E] (27)
where
i, = A+B({ch BCy,. B, = B (28)
ddcc Adc 0

The eigenvalues of A, are —13.6905, —~13.6897, —2.35, —0.3332, —0.0069, and —0.0006. Since A, is Hurwitz,
for any @, > 0, there exists a P, > 0 such that

A—-a P + Pa-ia + Qa =0. (29)

W Agdg

D. High-Pass Filter and Adaptive Law

A single hidden-layer NN is used to approximate A; in (18), which is a function of states and control.
The result in [18] establishes a universal approximation for an unknown function of states in an bounded
observable process using a memory unit of sampled input/output pair. For arbitrary €* > 0, there exist
bounded constant weights M, N such that:

A1 =MTa(NTn) +e(n), el <€, (30)
where g(n) is the NN reconstruction error and 1 is the network input vector
=01 af@®) g3 )"
a(t) = [u®t) wit—d) --ult-(n—r-—1)d)" (31)
9i®) =) y@t-d---yt— (-1

12 of 18

American Institute of Aeronautics and Astronautics



in which 7, is the length of the window and generally required to be greater or equal to the system dimension,
d > 0 is a time-delay, r is the relative degree of the output, o is a vector of squashing functions o(-), its
ith element being defined as {G(Aﬂﬁ)]i = ¢ [(NTn);]. In simulation, 4 delayed values of 3 in (2) and 3
delayed values of the input u, with time delay d = 0.02 sec., are combined to construct the NN input signal.
The squashing functions are chosen as sigmoidal functions

1

T P —— i =
(N0 = T = Lo (32)
where a = 1 represents the activation potential.
The adaptive signal v,, is designed as
Upn = MTU(N'Tn) (33)

where N and N are estimates of M and N to be adapted on-line. The adaptive law for the NN weights
are the same as in [21] in which the output has a relative degree 1.

M =-Ty[(6 - ' NTn)ePy1 Dy, + kM]

; T R (34)
N = —Ty[ePyDnnM & +kNJ,

in whichA Tuy,I'n > 0 are positive definite adaptation gain matrices, k > 0 is a ¢—modification constant,
& £ o(Nn), &’ is the Jacobian computed at the estimates, and Py is obtained from the decomposition of
P, in (29) as follows:

Py P

P, =
' Pirz P22

, P €R, Py € RO%S, (35)

The adaptive law in (34) becomes, however, problematic when the measured output y; has a significant
bias as is the case for the g-LIMIT accelerometer. The adaptive controller forces the biased measurement
to track the output of the inner-loop reference model and leads to a large deviation of the isolation system
from the center of the rattle-space. This is due to integral action in acceleration feedback that integrates
the sensor bias. To remedy this situation, we introduce the following high-pass filter

er = - :wh e1, wh=0.05Hz (36)

for the teaching signal e; and use ey instead for a teaching signal so that the NN adaptation takes place
only to high-frequency error signals. Figure 10 represents the frequency response of the introduced high-pass
filter. The resulting NN update laws are modified as ¥

A

M = —Ty[(6 - 6'NTn)es P11 D,y + kM|

R T ) (37)
N=- FN[EfPHDm‘I)M &, + kN]
The following parameters are used for the adaptive law in (37)
Ty =51, Ty =51, k=05, (38)

where I represents the identity matrix with a compatible dimension.

IV. Simulation Results

In simulation, the reference command z. is set to zero. As Figure 7 suggests, the unmodelled dynamics
have small influence on overall stability and performance. The accelerometer bias for y is set as 0.001 m/sec
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Figure 11. Time Responses of the base excitation &, and the acceleration y;

(=102 p g). Figure 11 shows the acceleration response y; when the base excitation #, is 160ug sin(27¢).
Figure 11 reveals that the base acceleration transmitted by the base is significantly attenuated by the existing
isolation system as implied by the transmissibility in Figure 7(c). The benefit of the adaptive control in
enhancing the isolation performance can be seen in Figure 12. When the NN is implemented with its weights
being updated as in (34) (“NN”), the vibration is further suppressed significantly, however, the isolated
platform exhibit a drastic deviation in its position. When the high-pass filter in (36) is introduced for the
teaching signal (“NN with HP”), Figure 12(b) shows that the relative position is regulated at the same level
as the existing control system. Figure 13 shows the effect of the high-pass filter in (36) in tracking error.
Without the high-pass filter, the acceleration integral controller keeps integrating the bias even when the
true acceleration perfectly matches that of the inner-loop reference model and hinders the true acceleration
from tracking the output of the inner-loop reference model as shown in Figure 13(a). In contrast, the high-
pass filter keeps the NN from seeing the sensor bias as the tracking error by removing the bias effect in the
teaching signal and forces the truce acceleration to track the output of the inner-loop reference model as
shown in Figure 13(b).

The assessment of the isolation performance throughout the overall frequencies requires the development
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of a performance measure that quantify how much the transmitted acceleration is attenuated in nonlinear
system and is a topic of on-going research. Simulation studies with various frequencies of base excitations
show that the adaptive control cutperforms the existing control system at least between 0.1 Hz and § Hz
and achieves the same level of performance in other frequencies. Considering that active isolation is only
required in the range of 0.01 Hz-10 Hz (The base excitations below 0.01 Hz must be transmitted to the isolated
platform in order for the isolated system to move with the vehicle, and the open-loop system satisfies the
performance requirement after 10 Hz), this implies that the adaptive control system promises main benefits
in the critical frequency ranges, in which parametric uncertainties related to the inertia properties and
umibilical stiflness are expected to change the shape of frequency responses shown in Figure 4.
Figure 14 shows the acceleration responses when the direct force d; is applied as d; = 160ugsin(270.1(Hz2)t)

and dy = 160pgsin(270.1(H 2)t) respectively. The direct disturbance d; could resuit when the experiment

acceleration(u g)

-120p -120
a0 P X . . . 10 P . A , R , . .
0 20 40 &0 80 100 120 149 180 180 200 0 20 40 0 80 100 120 140 160 180 200
me{gec) Hma(sec)
(a) The Acceleration Response with di = (b) The Acceleration Responses with d, =
16049 sin(270.1(H z)t) 480ug sin(2x1(Hz2)t)

Figure 14. Responses of Inner-Loop Reference Model, the Acceleration, and the Sensed Acceleration

wounted on the isolated platform has its own source of vibration. With the adaptive control, acceleration
is greatly suppressed around 1 Hz, which is similar to the performance improvement, in the case of 1 Hz
base excitation, shown in Figure 12(a). Similarly as the case for the base excitation, the adaptive control
generally improves the performance of the existing control system between 0.1 Hz and 5 Hz.

The additional disturbance ds might be present when the experiment is subject to the external disturbance
source. In simulation, the effect of dy to the acceleration y; is in general small and has insignificant influence
on the isolation system when the magnitude of d; is the same level as the base excitation Z,.

V. Conclusions and Future Work

We consider adaptive control augmentation of an existing linear controller for g-LIMIT. The existing
control system consists of a high-gain PI acceleration controller and a low-gain PID position controller, and
the adaptive control is augmented for the inner-loop acceleration controller. Introducing a high-pass filter for
the NN teaching signal allows for the NN only to adapt to high-frequency dynamics and thus mitigates the
effect of the accelerometer bias in adaption. This, in turn, allows for the adaptive control system maintain
the deviation of the platform in the sway space at the same level of the existing control system. The adaptive
control system outperforms the existing control system in the range of 0.1 Hz and 5 Hz and achieves the
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same level of performance in other frequencies.

we plan to extend the current SISO result to a MIMO system in a more realistic simulation environment
for g-LIMIT provided by NASA Marshall Flight Center. On final submission, the paper will present the
methodology and simulation results for a 6 degree-of-freedom g-LIMIT model.
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